
As a first step MLE 

(frequentist) methods 

are used to generate  

the parameter 

estimates. Then 

Bayesian methods will 

be implemented. 

All the basic 

information on the 

Bayesian model is 

here. It is always 

advisable the user 

to check this part 

before looking at 

the rest of the 

output. 



The MCMC 

sampling starts with 

parameters based 

on (related to) the 

MLE (frequentist) fit 

to the data.  

To get exact same 

numerical results 

each time, put in a 

seed value. 



Mean is one central 

value of the posterior 

(analogous to a point 

estimate).  

Standard deviation is 

analogous to the 

standard error in 

frequentist analysis. 

Two ways of getting 

the 95% credible 

intervals: percentiles 

and HPD. (HPD may 

be more accurate). 

Interpretation is 

easier when the 

parameters are not 

correlated (not 

required) 



Some diagnostics:  
Autocorrelations at 

selected lags (nice 

to see ~ 0). 

Geweke statistics 

should ideally be 

not significant  (Pr > 

0.05). 

Effective sample 

sizes should be 

similar to the 

selected N for the 

posterior sampling 

(a much smaller 

number means that 

samples are too 

highly correlated). 



Ideally, the 

autocorrelation 

should drop rapidly 

towards 0 (indicating 

independence of the 

MCMC samples) 

The estimated 

posterior density 

function, determined 

by a so-called kernel 

smoothing of the N 

MCMC samples 

A good trace plot of 

the N=10000 samples 

(stable, no trend, 

frequently crossing 

the mean line) 




